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To extract salient features from images is significant for image classification. Deformable objects suffer from

the problem that a number of pixels may have varying intensities. In other words, pixels at the same positions

of training samples and test samples of an object usually have different intensities, which makes it difficult to

obtain salient features of images of deformable objects. In this paper, we propose a novel method to address

this issue. Our method first produces new representation of original images that can enhance pixels with

moderate intensities of the original images and reduces the importance of other pixels. The new represen-

tation and original image of the object are complementary in representing the object, so the integration of

them is able to improve the accuracy of image classification. The image classification experiments show that

the simultaneous use of the proposed novel representations and original images can obtain a much higher

accuracy than the use of only the original images. In particular, the incorporation of sparse representation

with the proposed method can bring surprising improvement in accuracy. The maximum improvement in

the accuracy may be greater than 8%. Moreover, The proposed non-parameter weighted fusion procedure is

also attractive. The code of the proposed method is available at http://www.yongxu.org/lunwen.html.

© 2015 Elsevier B.V. All rights reserved.
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. Introduction

Image representation is an important branch of computer vision.

roper descriptions or representations of images are the basis of

chieving good image classification results [1,2]. Once images are well

epresented, an object in the form of the image can be easily distin-

uished from the others.

The combination of multiple descriptions or representations of

mages is effective for improving the classification accuracy [3]. How

o obtain competent and complementary multiple descriptions of im-

ges is an important topic. Face recognition is a convenient biomet-

ic technology and has been widely studied. However, face recogni-

ion is still faced with the following challenge. In real-world applica-

ions every face may have severe variation of poses, illuminations and

acial expressions. As a consequence, images of the same face may
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ave great differences, which usually causes negative effects on face

ecognition. To get more representations of a face also seems to be

feasible way to improve the accuracy of face recognition and some

ethods have been proposed for this goal in recent years [4–7]. For

nstance, the use of symmetrical face images generated from origi-

al face images is very useful to overcome the problem of varying

ppearances of faces [8,9]. The simultaneous use of original face im-

ges and their mirror face images can improve the accuracy of face

ecognition [10,11]. The mirror faces images also seem to be natural

aces images and have good visual effects. It appears that a couple of

ther available representations are also beneficial to face recognition

nd even noisy faces images are also useful representations of faces

12,13]. The fuzzy logic is proved to be very effective for representa-

ions and recognition of face images [14,15]. The fuzzy logic is also

ompetent in other fields such as image processing [16]. The recently

roposed modular neural networks are also good tools to represent

nd recognize faces [17].

Recently proposed sparse representation classification (SRC) al-

orithms have obtained satisfactory performance in image classifi-

ation and image super-resolution etc. [18–24]. For comprehensive

ntroductions to sparse representation, please refer to [25–28]. In

ur opinion, the good performance of SRC algorithms is mainly at-

ributed to the fact that they can do well in determining the intrin-

ic similarity of objects embedded in high-dimensional image data

http://dx.doi.org/10.1016/j.patrec.2015.07.032
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[8]. In this paper, we call a SRC algorithm conventional SRC algo-

rithm or generalized SRC algorithm. Conventional SRC algorithms

are referred to as the l1, l0 or lp(p < 1) minimization based SRC al-

gorithms, in which there is a constraint that the l1, l0 or lp norm

of the solution should be minimized. If an algorithm almost has all

properties of conventional SRC algorithms but the above constraint

is replaced by the l2 norm of the solution should be minimized or

there is no constraint on the solution, we call it a generalized SRC

algorithm. A generalized SRC algorithm usually has a closed-form

solution but conventional SRC algorithms do not have. Moreover, a

generalized SRC algorithm is usually computationally efficient than

the conventional SRC algorithm. However, the conventional SRC al-

gorithm usually has a “sparser” solution than the generalized SRC

algorithm. Typical conventional sparse representation algorithms in-

clude l1-regularized least squares (L1LS) [29], fast iterative shrink-

age and thresholding algorithm (FISTA) [30], augmented Lagrangian

[31], orthogonal matching pursuit (OMP) [32] etc. Typical generalized

sparse representation algorithms include linear regression classifica-

tion (LRC) [33], collaborative representation (CRC) [34], two phase

sparse representation etc. [35–37].

In this paper, we propose a kind of novel representation of im-

ages which enhances the importance of pixels with moderate inten-

sities. We for the first time demonstrate that pixels with moderate

intensities are very important to distinguish an object from the oth-

ers. Conventional and generalized sparse representation algorithms

are applied with the original images and they proposed novel repre-

sentations of the images as the image classification algorithms. The

experiments especially face recognition experiments show that the

proposed novel representations of images are complementary to the

original images in representing the object and the combination of

these two kinds of representations can lead to a very satisfactory

accuracy for image classification and face recognition. Our work has

the following merits. (1) It proposes a kind of novel representations

of images that is very effective in classifying the images. (2) It de-

vises a completely automatic method to integrate the original im-

ages and proposed novel representations. (3) It can achieve a surpris-

ing improvement in classification accuracy. This also means that it

is a good way to incorporate the proposed novel representations of

images with conventional or generalized sparse representation algo-

rithms for image classification.

The remainder of this paper is organized as follows. Section 2

presents the proposed novel representations of images. Section 3

describes the underlying rationale and advantages of the proposed

novel representations of images. Section 4 shows the results of ex-

tensive experiments. Section 5 provides the conclusions of the paper.

2. The proposed algorithm

2.1. To obtain novel representations of images

The novel representation of an original image is obtained as fol-

lows. Let I stand for an original image. Let Ii j denote the intensity of

the pixel at the i-th row and j-th column of I. Suppose that m is the

maximum intensity of all pixels. For a conventional gray image we

have m = 255. The novel representation of image I is denoted by J and

defined as

Ji j = Ii j · (m − Ii j) (1)

where Ji j stands for the intensity of the pixel at the i-th row and j-th

column of J. From the definition, we have the following propositions.

Proposition 1. If Ii j is m or zero, then Ji j will be zero.

Proposition 2. If Ii j is an even number, then Ji j will have its maximum

value when Ii j equals to m
2 .

It is very easy to prove the above propositions. We can also know

that the closer to m
2 the Ii j , the larger the Ji j . As a result, we can
onclude that only if a pixel in the original face image is in the range

f mid-level intensity, it will be enhanced in the novel representation

f the original image; otherwise, it will have a relative small value in

he novel representation. Hereafter we also refer to novel representa-

ions of original images as virtual images.

.2. The algorithm to fuse original and virtual images

We describe our algorithm to fuse original and virtual images as

ollows. After virtual images are obtained, a classification algorithm

an be applied to both the original and virtual images, respectively.

e use the following flexible score fusion scheme to integrate the

lassification results. Let d
j
o( j = 1, . . . ,C) denote the distance or dis-

imilarity (also referred to as score) between the test sample and

riginal face images of the j-th subject. C is the number of all subjects.

et d
j
v( j = 1, . . . ,C) denote the distance (i.e. score) between the test

ample and virtual face images of the j-th subject. Let P1
o , . . . , PC

o stand

or the sorted results of d1
o , . . . , dC

o and suppose that P1
o ≤ · · · ≤ PC

o .

et P1
v , . . . , PC

v stand for the sorted results of d1
v , . . . , dC

v and suppose

hat P1
v ≤ · · · ≤ PC

v . We define w10 = P2
o − P1

o and w20 = P2
v − P1

v . We

espectively use w1 = w10
w10+w20

and w2 = w20
w10+w20

as weights of d
j
o and

j
v. The formula to fuse d

j
o and d

j
v is

j = w1d j
o + w2d j

v, j = 1, . . . ,C (2)

urthermore, we define

= arg min
j

q j (3)

inally the test sample is assigned to the r-th subject. The main steps

f our algorithm are presented as follows.

Step 1. Separate all original images into two sets, i.e. the set of train-

ing samples and set of test samples.

tep 2. Obtain virtual images of all original images using (1). Then all

images are converted into unit column vectors with norm of

1.

tep 3. A classification algorithm is applied to both the original and

virtual face images to obtain d
j
o and d

j
v ( j = 1, . . . ,C).

tep 4. Obtain weights w1 = w10
w10+w20

and w2 = w20
w10+w20

. Integrate d
j
o

and d
j
v ( j = 1, . . . ,C) using (2).

tep 5. Use (3) to classify the test sample.

.3. The analysis of the proposed algorithm

Previous study also suggests that we may exploit only a subset

f all image pixels for image classification [39]. This somewhat im-

lies that different pixels play different roles in image classification.

urthermore, it also seems that to set different weights to different

ixels is reasonable. It should be pointed out that our proposed al-

orithm indeed also has the idea that different pixels are of different

mportance in representing the object. We present it in detail below.

From the algorithm description presented in Sections 2.1 and 2.2,

e know that the virtual image obtained using our algorithm is very

ifferent from the original image. In particular, we know that if the

ixel intensity of a region in the original image is very large or small,

hen the pixel intensity of the same region in the virtual image will

e very small. On the other hand, if the pixel intensity of a region in

he original image is very close to one-second of the maximum inten-

ity, then the pixel intensity of the same region in the virtual image

ill be quite close to the maximum intensity. In other words, more

mphases will be taken on the pixels with moderate intensities. For

deformable original image such as the face image, the pixel with

id-level intensity may be more stable, so the proposed algorithm

s reasonable. Moreover, in order to fully exploit complementary in-

ormation contained in the original and virtual images, we simulta-

eously use them to perform image classification. The experiments
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Fig. 1. Original pixel intensities of the first sample of the first subject in the ORL face

dataset.

Fig. 2. Pixel intensities of the novel representation of the first sample in the ORL face

dataset.

Fig. 3. Normalized original image of the first sample in the ORL face dataset and its

normalized novel representation.
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Fig. 4. Eight original face images (first row) and the corresponding novel representa-

tions (second row) of a subject in the Georgia Tech face database. For each column, the

upper image is an original face image and the lower image is the corresponding novel

representation.
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resented in Section 4 show that the sparse representation algorithm

s very suitable to integrate the original and virtual images to perform

mage classification.

. Insight into the proposed algorithm

In this section, we give an intuitive explanation to the rationale of

he proposed algorithm. The ORL face dataset was first used to con-

uct an experiment to intuitively show the difference between the

riginal image and its novel representation proposed in this paper.

ig. 1 shows the original pixel intensities of the first sample of the

rst subject in the ORL face dataset. Fig. 2 shows the pixel intensities

f the novel representation of the same sample. From these two fig-

res we see that the pixels with moderate intensities in the first sam-

le are converted into pixels with very high intensities in the novel

epresentation. Fig. 3 shows normalized original image of this sam-

le in the ORL face dataset and its normalized novel representation.

ere “normalized” means that the image vector is converted into unit

ectors with the norm of 1. Fig. 3 intuitively illustrates again that the

orrelation between the original image and its novel representation

s not very high.

Fig. 4 shows eight original face images and the corresponding vir-

ual images of a subject in the Georgia Tech face database. We also

ee that the virtual image is directly associated with the correspond-

ng original face image but they also have clear difference in image

ppearance. As the original face image and virtual image provide
ultiple representations with the same face, the simultaneous use

f them allows the face to be better described and recognized.

The novel representation of an original face image obtained us-

ng the proposed algorithm also appears to be a natural virtual face

mage. Compared with other algorithms to generate virtual face im-

ges, our algorithm is very simple and computationally quite effi-

ient. Moreover, there is no any constraint or parameter. However,

ost of the other algorithms to generate virtual face images are im-

lemented with special constraints or parameters. For instance, the

llumination compensation algorithm is established on the basis of a

trict assumption and special parameters are needed [38].

. Experiments and results

We conduct image classification and face recognition experiments

o test our method. As shown later, all these experiments demon-

trate the feasibility and good performance of our method. Four

atasets including a non-face image dataset (i.e. the COIL100 dataset),

isual face image and near infrared face image datasets were used.

n the experiments, besides collaborative representation, L1LS, FISTA

nd PALM are directly applied to the original images to perform clas-

ification, these algorithms are also applied to the novel representa-

ion of the original image for classification. In other words, collab-

rative representation, L1LS, FISTA and PALM are respectively used

s the classification algorithm in Step 3 of the proposed method. In

articular, the procedure is as follows: first, the novel representation

f each original image is obtained. Then a conventional or general-

zed SRC algorithm is applied to the novel representation and original

mage, respectively. Finally, the scores obtained using the SRC algo-

ithms including L1LS, FISTA and PALM and collaborative representa-

ion are fused by the algorithm presented in Section 2.2. When col-

aborative representation is used in our proposed method, we refer

o it as “the proposed method with collaborative representation” in

he corresponding tables (see Tables 1–4). When collaborative repre-

entation, L1LS, FISTA and PALM are directly applied to only the orig-

nal images, we refer to it as naive collaborative representation, naive

1LS, naive FISTA and naive PALM respectively. We also experimen-

ally compare the proposed new representation with Gabor feature

o show the advantage of the new representation (also referred to

s our feature). The corresponding comparison experiment is imple-

ented by just first replacing the new representation in our method

y the Gabor feature [41], and by then running the other procedures

f our method. The same four classification algorithms i.e. collabora-

ive representation, L1LS, FISTA and PALM are also used as classifiers.

ne can exploit the Gabor wavelet with a certain scale and orienta-

ion to perform feature extraction. In our experiments, we select an

ptimal Gabor filter whose wavelength is 5 and orientation is π/2 to

resent Gabor feature.

.1. Experiment on the COIL100 dataset

In this section, we use the COIL100 dataset to test the proposed

ethod. This dataset contains 7200 images taken from 100 classes

nd each class has 72 images. Images were taken from several angels.

ach image has a resolution of 128 × 128 pixels. They are all con-

erted into gray images in advance. Fig. 5 shows image examples of a

lass in the COIL100 dataset.
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Table 1

Rate of classification errors (%) on the COIL100 dataset.

Number of training samples per class 1 2 3 4

The proposed method with collaborative representation 51.92 52.56 52.61 52.38

Collaborative representation + Gabor 55.83 56.19 55.80 55.79

Naive collaborative representation 55.37 55.74 55.48 55.24

The proposed method with L1LS 54.66 53.96 53.86 53.57

L1LS + Gabor 57.96 57.24 56.51 55.25

Naive L1LS 58.00 57.00 56.42 56.25

The proposed method with FISTA 52.00 53.56 54.91 55.65

FISTA + Gabor 55.04 59.79 63.06 64.32

Naive FISTA 53.49 54.26 55.35 55.88

The proposed method with PALM 54.86 54.34 54.17 53.84

PALM + Gabor 58.13 57.39 56.67 56.93

Naive PALM 58.04 57.13 56.51 56.60

Fig. 5. Image examples of a class in the COIL20 dataset.
Fig. 6. Image examples of two subjects in the ORL dataset.
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The first 1, 2, 3 and 4 images of each subject were used as train-

ing samples and the others were treated as test samples, respectively.

Table 1 shows rates of classification errors of different methods on

the COIL100. We see that when collaborative representations, L1LS,

FISTA and PALM are integrated with our proposed method, their rates

of classification errors are all reduced. This means that the proposed

method is very useful for representing the images, and our feature is

helpful for improving the accuracy of image classification.

4.2. Experiments on the ORL dataset

In this section the ORL face dataset was used to conduct experi-

ments. This dataset includes 400 face images taken from 40 subjects

and each subject has 10 face images. Images of some subjects were

taken at different time and have varying lighting, facial expressions

(open/closed eyes, smiling/not smiling), and facial details (glasses/no

glasses). All images were taken against a dark homogeneous back-

ground with the subjects in an upright, frontal position (with toler-

ance for some side movement). Each image was resized to a 56 by

46 image matrix by using the down-sampling algorithm. Fig. 6 shows

image examples of two subjects in the ORL dataset.

The first 1, 2, 3, 4 and 5 face images of each subject were used

as training samples and the others were exploited as test sam-

ples, respectively. Table 2 shows rates of classification errors on the

ORL dataset. This table shows that when the proposed method is
Table 2

Rate of classification errors (%) on the ORL dataset.

Number of training samples per class

The proposed method with collaborative representation

Collaborative representation + Gabor

Naive collaborative representation

The proposed method with L1LS

L1LS + Gabor

Naive L1LS

The proposed method with FISTA

FISTA + Gabor

Naive FISTA

The proposed method with PALM

PALM + Gabor

Naive PALM

We also see that our feature is superior to the Gabor featu
ntegrated with collaborative representation, L1LS, FISTA, PALM,

ower rates of classification errors can always be obtained. For ex-

mple, when naive collaborative representation obtains rates of clas-

ification errors of 31.94%, 16.56% and 13.93% for 1, 2 and 3 training

amples per class, the integration of the proposed method with col-

aborative representation respectively obtains rates of classification

rrors of 23.06%, 12.50% and 11.43% under the same conditions. This

emonstrates that the use of the proposed novel representations of

riginal images enables the classification accuracy to be greatly im-

roved. We also easily find our feature obtains lower rate of classifica-

ion errors than the Gabor feature when four classification algorithms

re used as classifies. This means that our feature obtains good per-

ormance in face recognition.

.3. Experiment on the GT dataset

In this section, we use the Georgia Tech face dataset to test the

roposed method. The GT face database includes face images of 50

eople. All people in the database are represented by 15 color JPEG

mages with clutter background taken at the resolution of 640 × 480

ixels. The pictures show frontal and tilted faces with different facial

xpressions, lighting conditions and scales. Each image was manu-

lly labeled to determine the position of the face in the image. Fig. 7

hows image examples in the GT dataset. We use the face images with

he background removed and each of these face images has resolution
1 2 3 4 5

23.06 12.50 11.43 8.75 8.50

33.61 19.38 17.86 12.92 15.00

31.94 16.56 13.93 10.83 11.50

25.28 15.31 14.64 11.67 12.50

32.78 20.00 19.29 13.75 18.50

33.33 19.69 18.93 14.58 13.50

25.28 18.75 16.07 10.42 10.50

34.17 24.06 29.29 28.75 30.00

31.67 18.44 16.79 12.08 13.50

26.11 15.63 14.29 12.50 12.00

33.33 19.69 18.57 14.58 19.50

33.33 19.69 18.57 13.75 13.00

re.
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Fig. 7. Image examples in the GT dataset.

Table 3

Rate of classification errors (%) on the GT dataset.

Number of training samples per class 1 2 3

The proposed method with collaborative

representation

63.86 52.15 52.17

Collaborative representation + Gabor 74.29 64.92 65.33

Naive collaborative representation 66.57 57.54 54.67

The proposed method with L1LS 65.86 55.54 53.67

L1LS + Gabor 73.57 66.15 64.33

Naive L1LS 68.00 61.08 58.50

The proposed method with FISTA 62.59 54.77 52.83

FISTA + Gabor 71.00 68.46 72.50

Naive FISTA 65.14 54.92 53.50

The proposed method with PALM 65.86 56.31 54.00

PALM + Gabor 73.86 66.46 64.33

Naive PALM 68.14 61.38 58.33

Fig. 8. Image examples of a class in the Lab2 face dataset.
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Table 4

Rate of classification errors (%) on the Lab2 near dataset.

Number of training samples per class 1 2 3 4

The proposed method with collaborative

representation

40.21 28.22 27.65 24.25

Collaborative representation + Gabor 52.84 33.56 33.18 28.38

Naive collaborative representation 41.68 31.00 29.76 26.00

The proposed method with L1LS 41.79 31.56 27.41 24.12

L1LS + Gabor 46.42 33.44 31.18 25.50

Naive L1LS 42.74 33.11 31.65 25.50

The proposed method with FISTA 42.32 35.67 35.18 32.75

FISTA + Gabor 46.74 43.44 47.41 45.62

Naive FISTA 44.11 36.78 36.24 36.38

The proposed method with PALM 42.42 30.56 29.41 24.50

PALM + Gabor 47.79 33.78 32.12 28.75

Naive PALM 44.11 33.11 32.00 27.63

p

e

m

r

i

t

a

t

h

t

a

A

S

(

6

p

n

J

R

f 40 × 30 pixels. They are all converted into gray images in advance.

he first 1, 2 and 3 face images of each subject are used as training

amples and the other images are test samples. Table 3 shows the ex-

erimental results. From this table, we see that the proposed method

an decrease the rate of errors. For example, when naive L1LS ob-

ains rates of classification errors of 68.00%, 61.08% and 58.50%, the

roposed method with L1LS obtains rates of classification errors of

5.86%, 55.54% and 53.67%, respectively.

.4. Experiment on the Lab2 dataset

In this section, we use the near infrared face image dataset from

he Lab2 dataset, to test the proposed method. This dataset con-

ains 1000 images taken from 50 subjects and each subject has

0 images. Each image has a resolution of 200 × 200 pixels. The

escription of the dataset is available in [40] and the Web page:

ttp://www.yongxu.org/databases.html. Fig. 8 shows image exam-

les of a face in the Lab2 face dataset. The first 1, 2, 3 and 4 images

f each subject were used as training samples and the others were

reated as test samples, respectively. Table 4 shows the rates of clas-

ification errors of different methods. We see again that the proposed

ethod is very beneficial to the decrease of the rate of classification

rrors. Moreover, our feature performs better than the Gabor feature.

. Conclusions

The feasibility and effectiveness of the proposed novel represen-

ation of images are demonstrated by extensive image classification

xperiments including face recognition experiments. The proposed

lgorithm can be used as a general means to exploit the original rep-

esentation, in the form of image to obtain alternative representa-

ion of objects. The proposed algorithm has wide applicability. The
roposed method not only exploits the original representation to

asily produce alternative representation, but also is easy to imple-

ent and has a low computational cost. Moreover, it allows the accu-

acy of image classification to be greatly improved and the maximum

mprovement in the accuracy may be greater than 8%. Another advan-

age of the proposed algorithm is that both the procedure to gener-

te the novel representation of the original image and the procedure

o fuse the novel representation and original image for classification

ave no parameter. Thus, they are mathematically very tractable and

he proposed algorithm is a completely automatic algorithm without

ny manual setting.
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